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Agent stands or walks along one of two paths and tells a 
story; particpant listens to it with (non-)spatial audio.Realistic and cartoon agent

Spatial AudioNon-spatial audio

Fig. 1. In this study, a participant stands in the centre of a room, and an AR agent, visualized by either a low-realism 3D model or a
high-realism 3D model, is telling a story. The participant hears the story via spatial or non-spatial audio. We analyzed participants’
gaze behaviour during the experience. We introduced two walking conditions (side-by-side and circle) to avert the participant from
staring at a still-standing avatar.

Augmented Reality (AR) and Virtual Reality (VR) are essential tools for researchers and practitioners, serving purposes from training
to entertainment: many of these applications rely on agents. This study explores the impact of agent characteristics on user reactions,
focusing on gaze as a primary visual attention indicator in AR and VR. While existing research has investigated the agent’s gaze and
its influence on the user, it is unclear how the agent’s auralization and visualization influence gaze behaviour. We investigate this by
studying the impact of rendering style and type of audio on gaze behaviour during a narrative AR experience. Participants listened to
a story with the agent visualized as a cartoon-style or realistic virtual human and auralized with spatial or non-spatial audio. The
results revealed that the agent’s rendering style significantly influenced gaze behaviour, with cartoon-style agents capturing more
visual attention. Audio variations did not yield significant differences. Together, our findings inform the design of AR user interfaces
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with agents, suggesting that low-realism visualizations are more captivating and, thus, more suitable for experiences where the user is
supposed to look at the storyteller.

CCS Concepts: • Human-centered computing→ Mixed / augmented reality; Empirical studies in HCI.
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1 INTRODUCTION

Gaze is crucial in human communication, conveying attention-related information and influencing interactions between
people and their environment. For example, the time a person looks at another person correlates with emotional
evaluations [Goldberg et al. 1969]. On the contrary, gaze aversion — avoiding looking at someone while speaking —
shows adverse effects on communication, attraction, and credibility [Burgoon et al. 1986]. Given that virtual humans
in the form of avatars (controlled by humans) and agents (controlled by a computer) are becoming integral to many
augmented reality (AR) and virtual reality (VR) applications and that gaze is an integral part of human communication,
understanding the factors behind how and why people gaze at virtual humans is essential for a compelling experience.

A substantial body of research has explored the impact of virtual humans’ characteristics on user reactions. Visualiza-
tion received a lot of attention with research investigating the effect of various rendering styles (e.g., Roth et al. [2016]),
as well as their effect on behaviour [Nelson et al. 2022] and perception [McDonnell et al. 2012]. Although visual effects
are being researched more often, auralization received some attention as well, with research showing that auralization
plays a vital role during customization [Kao et al. 2022; Zempo et al. 2022] and impacts emotional responses [Warp
et al. 2022]. Considering the interaction with agents, the user’s gaze behaviour and its dependency on visualization and
auralization of an agent have been given scant attention. For conversational tasks with an avatar, Wang et al. [2019]
and Aseeri and Interrante [2021] analyzed rendering style only and concluded that realistic styles lead to more and
more prolonged glances at the avatars. No analysis exists for agent-based storytelling experiences (and audio as an
independent variable). This study addresses this gap by investigating the impact of rendering style and audio on gaze
behaviour during a narrative experience delivered by an agent in AR, guided by the following research question:

Does the type of auralization or the rendering style influence participants’ gaze behaviour in an AR storytelling experience?

In this work, gaze behaviour, operationalized as the total time users spent looking at the agent and the number of
times they looked at it, was studied as participants repeatedly listened to a story narrated by an AR agent, visualized as
a cartoon-style (low realism) or realistic (high realism) virtual human, auralized with spatial or non-spatial audio. To
prevent participants from only staring at a static agent, additional conditions were introduced, where the agent moved
from side to side or walked around the participant in a circle.

Results revealed that the type of agent visualization significantly affected the overall time and total number of
times users looked at the agent, with the cartoon-style agent attracting longer and fewer glances than the realistic
one. However, audio did not lead to significant differences. In our experience, this implies that participants paid more
attention to the cartoon agent than the realistic one, suggesting them for narrative experiences. This inspires and guides
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applications like teaching, training, tours, and narrative experiences in entertainment, where users should look at the
storyteller (the agent) rather than the environment.

2 RELATEDWORK

2.1 Gaze and Agents

Considering gaze, the relationship between an agent and a user is similar to that between humans. As in real life, the
agent’s gaze is an effective and often essential non-verbal cue in various situations [Kevin et al. 2018]. Similarly, gaze has
been demonstrated to predict attention in conversational multi-agent systems [Vertegaal et al. 2001]. This implies a high
probability that a user is looking at the person speaking or someone speaking to. Gaze is also an effective communication
cue in other, non-speech-based social situations, e.g., in pre-touch situations [Cuello Mejía et al. 2023]. Further, adding
gaze cues to tasks where humans and agents collaborate has increased the human-agent team’s effectiveness and human
performance [Andrist et al. 2017; Wang and Ruiz 2021]. To achieve that, many systems simulate realistic gaze in agents
[Le et al. 2012; Randhavane et al. 2019], striving for realism to invoke — at best — realistic responses from the human
conversation partner [Bailly et al. 2010]. Overall, research on gaze and virtual humans has a long history, focusing
on the virtual human having realistic gaze behaviour and the impact of this gaze behaviour on variables such as task
performance or user behaviour. Little research has been done to see how other variables, such as the rendering style of
the virtual human, affect gaze behaviour. In avatar-mediated VR applications (not about agents), findings indicate that
utilizing a generic yet realistic avatar [Gonzalez-Franco et al. 2020; Wang et al. 2019] and a video avatar [Aseeri and
Interrante 2021] results in a participant’s gaze behaviour that closely resembles human-like interactions and increased
trust. This effect holds even compared to the gaze behaviour induced by a scanned realistic avatar [Aseeri and Interrante
2021]. The importance of gaze and the research outcomes on visualization with avatars in interactive scenarios motivate
further research into human-agent interaction within non-interactive scenarios.

2.2 Auralization, Visualization, Spatial Coherence, and Behavior

Similar to gaze and agents, research on agents and how to auralize and visualize them has a long history. Both auralization
and visualization profoundly impact the experience and the user’s reaction. For visualization, this entails, among others,
social presence, presence, task performance, communication behaviour, and trust (for a comprehensive review, see
Weidner et al. [2023]). Regarding audio, recent research showed that spatial audio increases immersion [Geronazzo et al.
2019; Tsepapadakis and Gavalas 2023] and leads to stronger emotional reactions [Geronazzo et al. 2019]. However, other
variables, such as social presence, seem unaffected by the audio type (binaural, audio, or face-to-face) [Immohr et al.
2023]. Gaze behaviour and its dependency on audio type, although there is a relationship between both [Mendonça and
Korshunova 2020], has not been researched yet within the context of agents and AR.

Next to research on the individual factors, audiovisual spatial coherence is relevant for virtual humans [Hayes
2015; Latoschik and Wienrich 2022], especially regarding speech. Audiovisual spatial coherence means that audio cues
come from the location of the visual cues, which supports multisensory integration and, by that, understanding of
the spoken word [Hendrickx et al. 2015; Stenzel et al. 2019]. Related to virtual humans and AR/VR, it has been shown
that a perceived mismatch in voice and appearance is unappealing [Higgins et al. 2022; Zibrek et al. 2021], that a
fine-tuned auralization paired with customization can enhance identification and immersion [Kao et al. 2021], and that
audiovisually coherent experiences are more believable [Lam et al. 2023]. Interestingly, a lack of coherence seems not
to affect social presence [Higgins et al. 2022; Zibrek et al. 2021]. Overall, the impact of audiovisual spatial coherence on
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gaze in AR has not received attention yet, although a sensory mismatch, e.g. the voice coming not from where the
agent is standing, could lead to different gaze behaviour, similar to the Ventriloquist effect [Lavan et al. 2022]).

Overall, research shows that, while existing work in interactive scenarios has already investigated the impact of
visualization and auralization on users’ experiences, there remains a gap in research focused on narrative experiences,
such as teachings, training, and tours where the agent is uni-directionally talking and the user listening. Moreover,
there is a noticeable absence of studies examining the impact of audiovisual spatial coherence and the influence of
audio alone on gaze behaviour, further underscoring the need for an initial exploration of these domains to understand
better how to build narrative experiences.

3 STUDY OVERVIEW

We executed a within-subjects experiment (2x2x3 design) with 12 conditions to assess the impact of audio (spatial audio,
non-spatial audio), the rendering style of the agent (cartoon, realistic), and the type of animation (standing, walking
side to side, walking in a circle) on users gaze behaviour (all counterbalanced using a balanced Latin Square).

3.1 Apparatus

Participants wore a HoloLens2 (52° diagonal field of view) and stood in an empty laboratory room. They also wore
wired headphones (Sennheiser HD600) connected to a PC. The HoloLens2 and the PC communicated via WebSockets
within a dedicated WiFi network without noticeable latency. This was necessary to use spatial audio beyond the official
Microsoft spatializer (cf. Section 3.1.1). The application was built with Unity 2021.2.7f1.

3.1.1 Auralization. Based on measured binaural room impulse responses (BRIR), we mimic the real room acoustics for
spatial audio. Note the Microsoft spatializer1 utilizes only Head-Related Transfer Functions (HRTFs). HRTFs describe the
directional filtering of sound reaching a listener’s ears but do not include room information or sound source-specific
directivity. While reverberation can be adjusted, this does not guarantee an accurate match to the natural environment.

We used two sound samples for the auralization: female speech and footsteps. Both are dry and devoid of any
noticeable room acoustic characteristics. The female speech was recorded within a dry speaker booth, utilizing a
Neumann-U87 microphone with a cardioid pattern and a popkiller. Footstep samples were sourced from a database2.
The speech sample and the footsteps were calibrated in a testroom to match their volume for a plausible experience.

3.1.2 Agents. Figure 1 (left) shows the realistic and cartoon visualization of the agent. The agents (about 80,000
vertices) were created and rigged with the help of the Character Creator 4 Software Suite3. The height of the agents
(approximately 1.90 m) was not modified to the viewer’s height. We ensured that viewers could always see the agent’s
face without looking up or down uncomfortably.

For lip movement and facial animation, we relied on a custom C++ implementation of Oculus LipSync, as the original
does not work on the HoloLens 2 because it does not support x86 ARM platforms. We used the 15 visemes — visemes
depict the animation of the mouth shape for specific sets of phonemes — specified in the MPEG-4 Face and Body

Animation (FBA) standard [Pandzic and Forchheimer 2003].
For the footstep sound, each agent has triggers attached to the feet and plays the footsteps on collision with the floor.

1https://github.com/microsoft/spatialaudio-unity/, 28-01-2024
2https://www.fesliyanstudios.com/royalty-free-sound-effects-download/footsteps-31, 28-01-2024
3https://www.reallusion.com/character-creator/, 28-01-2024
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3.1.3 Movement. We recorded three movement patterns to avoid participants only staring at the agent while in front
of them. The movement patterns are circle (like an agent walking among the audience), side-to-side (like an agent
walking on a stage), and standing. We captured a natural person via motion tracking using an OptiTrack system with
ten cameras and 41 markers to capture the movement.

For the standing position, the minimum distance between the participant and the agent is 1.95 m, and the maximum
is 2.06 m, with an average of M = 1.99 m, SD = 0.021 m (aka, the agent is about 2 m away from the participant). The
standing agent is not stiff and static but has idle movements (swaying, subtle arm and head movements). For the
side-to-side movement, the distance spans from 1.95 m to 3.03 m, with an average distance of M = 2.41 m, SD = 0.30 m
(aka, the agent walks from one side to the other side, appr. 2 m away from the participant; cf. Figure 1). For the circular
motion, the distances range from 0.72 m to 2.63 m, averaging M = 2.02 m, SD = 0.55 m (aka, the agent walks in a slightly
oval shape around the participant). During the recording, the actor looked at the position where the participant would
be in the experiment to simulate eye contact.

3.2 Task & Procedure

This study employed a blend of free-viewing and story-listening tasks. Participants observed the agent and listened to a
short fictional story. The selected stimulus was Frank Kafka’s “Give it up” (128 words, 52 seconds [Kafka and Glatzer
1971, p366]). Consistency in story usage across all conditions mitigated potential bias from participant preferences.

The experiment, lasting approximately 50 minutes, comprised the following steps:

• Participants received a brief introduction to the experiment’s purpose and completed a consent form (5 minutes).
• They trained on HoloLens 2 usage and performed eyetracking calibration (5 minutes).
• Participants, looking forward and standing within a confined space marked on the floor (0.4 m x 0.4 m), observed
and listened during the 12 experimental conditions (52 seconds each).

3.3 Measures

During the listening task, we recorded eye-tracking data and calculated the time 𝑡 participants looked at the agent. We
did this by calculating the overall intersection time between the combined gaze ray and the agent’s 3D model. We also
calculate the number of times participants look at the agent by calculating how often the eye gaze ray enters the 3D
model of the agent.

3.4 Sample

We enlisted 36 participants (21 male, 14 female, and one non-binary), aged 22 to 32 years (M = 26.53, SD = 2.65), without
reported hearing issues, all affiliated with the university as students or staff. Of the participants, three wore contact
lenses, ten used eyeglasses, and the rest had no visual aids. Among them, 24 had prior AR/VR experience, including two
with Unity programming skills, while 12 were new to AR/VR.

The study received prior approval from the university’s Ethical Committee and adhered to national research
organization guidelines and the Helsinki Declaration. Participants provided written consent and were compensated
with 12 euros for their involvement.
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(a) Number of times participants looked at agent. Cartoon agent
received fewer glances than the realistic one (p < .05).

(b) Time participants looked at the agent in seconds. Cartoon agent
was looked at longer than the realistic agent (p < .05).

Fig. 2. Box plot of gaze behaviour grouped by auralization, visualization, and animation.

4 RESULTS

We applied the Aligned Rank Transform (ART) [Kay et al. 2021] to analyze eye tracking data, as it did not follow a
normal distribution. The assessment of normality involved visual inspection using QQ-plots and Shapiro-Wilk tests. In
cases where significant differences were identified, we performed post-hoc pairwise comparisons using ART-C with
Bonferroni correction.

4.1 Number of times participants looked at the agent

Figure 2a illustrates the number of times people looked at the 3D model of the agent, grouped by auralization,
visualization, and animation. Agent had a medium (𝜂2𝑝= .02) and significant effect (𝐹 (1, 385) = 9.205, 𝑝 = .0026). Pairwise
comparisons indicate that the cartoon agent (M = 8.73, SD = 5.66) attracted significantly fewer glances than the realistic
agent (M = 9.94, SD = 6.37, 𝑝 = .003). This indicates that participants looked away and back at the realistic agent more
often than the cartoon agent. Animation also had a large (𝜂2𝑝= .57) and significant effect (𝐹 (1, 385) = 252.4, 𝑝 < .0001).
Bonferonni-corrected post hoc pairwise comparisons state that the standing animation (M = 3.58, SD = 2.76) was looked
at less often than the circle animation (M = 12.3, SD = 5.58, 𝑝 < .0001) and the side-by-side animation (M = 12.1, SD
= 4.63, 𝑝 < .001). This tells us that participants look more often elsewhere and then back at the agent when walking
in circles or from side to side compared to the standing condition. Note we analyze this to confirm that participants
actively looked at the agent and did not ignore it completely (circle, side-by-side) or just stared at it (standing).

There were no other significant main or interaction effects (𝑝 > .165). Repeated measures ANOVA on the rank-aligned
data did not detect an effect of the trial number (1 to 12; 𝐹 (11, 385) = .750, 𝑝 < .690, 𝜂2𝑝= .02).

4.2 Time participants looked at the agent

Figure 2b shows the time participants looked at the agent grouped by visualization, auralization, and animation
(all values in seconds). Agent yielded a statistically significant effect (𝐹 (1, 385) = 8.70, 𝑝 = .0034) on the time the
participant looked at the agent. The effect size (𝜂2𝑝= 0.022) indicates a small impact. Bonferonni-corrected pairwise
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post hoc comparisons revealed a significant difference between the cartoon (M = 36.6 s, SD = 12.5 s) and realistic agent
visualization (M = 34.4 s, SD = 12.7 s; 𝑝 = .003). This means the cartoon visualization attracted significantly longer
glances than the realistic visualization. Similarly, Animation exhibited a significant effect (𝐹 (2, 385) = 291.91, 𝑝 < .0001),
𝜂2𝑝= 0.603) on the time participants looked at the agent. Bonferonni-corrected pairwise post hoc comparisons and
revealed significant differences. Regardless of visualization or auralization, the agent walking in circles (M = 28.0 s, SD
= 11.5 s) attracted shorter glances than the one walking from side to side (M = 31.9 s, SD = 10.2 s) and the one standing
(M = 46.1 s, SD = 7.77 s; 𝑝 < .002). In addition to that, the agent walking from one side to the other was looked at longer
than the one standing (𝑝 < .0001). That means the standing agent was looked at longest, and the side-by-side-walking
agent was looked at longer than the one walking in circles. Next to that, there was no significant effect of Audio (𝑝 =
.281) and no significant interactions (𝑝 > .201). Repeated measures ANOVA on the rank-aligned data did not detect an
effect of the trial number (1 to 12; 𝐹 (11, 420) = .457, 𝑝 < .93, 𝜂2𝑝= .01).

4.3 Correlation of Time and Number

The Spearman’s rank correlation between the total time and the number of times participants looked at the agent was
statistically significant (𝜌 = -.6253., S = 21838946, 𝑝 < .001). The correlation coefficient suggests a strong relationship
between the two variables: the more overall glances the agent accumulates, the less participants tend to look at the
agent. This is expected as many glances suggest they look not at the agent but elsewhere and back again.

5 DISCUSSION

We were interested in whether the type of audio or the agent’s rendering style influences gaze behaviour. We tested
this with an agent that walked in circles, walked from side to side, and stood in one place to induce dynamics in the
gaze behaviour.

Our study revealed the impact of visualization on participants’ viewing behaviour, encompassing the overall duration
of gaze directed at the agent and the total number of gaze shifts. Specifically, participants diverted their gaze less often
and looked longer at the cartoon agent, unlike the more averted and overall shorter gaze duration at the realistic agent.
It is possible that an uncanny valley effect influenced gaze behaviour [Grebot et al. 2022]. However, the 3d models
have been used in prior studies without adverse comments from participants [Arboleda et al. 2024; Mikhailova et al.
2024]. Thus, we believe both to have minimal influence. The reason for this could be that the realistic agent seemed less
attractive simply because it was well-embedded in reality, whereas the cartoon agent stood out due to its (purposefully)
unrealistic design. This design might have invited participants to look and explore the agent longer (and, by that,
divert their gaze less often). This aligns with the fact that “oddball stimuli”, which are visually very different from
the background, attract more visual attention [Amit et al. 2018; Corbetta and Shulman 2002]. Our results suggest that
narrative experiences that require the user to look at the storyteller might benefit from an agent with a less realistic
rendering style as it appears more salient.

In previous research on communication, non-realistic avatars got fewer and shorter gazes [Wang et al. 2019]. Aseeri
and Interrante [2021] also concluded that a realistic avatar’s face (3D video embedded in VR) attracts more gazes than
a scanned avatar (3D model). Together with our results (which are contradictory), this suggests that realism might
play more of a role in an interactive task, especially in communication tasks where facial expressions are relevant. In
storytelling applications, the playful character of a non-realistic (cartoon) agent seems to attract more visual attention
than a plain, realistic, well-embedded virtual human. The difference in applications is also highlighted by Korre [2023],
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who conclude that realistic avatars are perceived as more serious, whereas cartoon agents add to the feeling of the
experience being a game.

We detected no significant differences regarding audiovisual spatial coherence (no interaction effects) and not for
audio alone. This suggests that in simple storytelling applications, both coherence and type of audio play less of a role
when considering gaze behaviour. The type of animation led to significant differences, although this was expected: The
HoloLens2 has a relatively small field of view (FoV), making it more likely that the walking agent will walk out of the
FoV before the user adjusts their gaze. Also, for the circle animation, the agent was sometimes behind the participants
and, while in the beginning, most turned around to follow, not all of them turned fully around later in the experiment
but waited for the agent to walk back in front of them.

Together, our findings imply that researchers and developers should especially pay attention to the visualization of
the virtual human and that a simple non-spatial audio solution might be sufficient when primarily analyzing gaze in
uni-directional storytelling scenarios.

The main strengths of the present study are the experimental design and the manipulation of various conditions,
including auralization, visualization and animation (acting as a control). Nevertheless, it is important to acknowledge its
main limitations. For this (first) analysis, we only investigated eye movements on the full body and not other types of
movement, such as head gaze or body rotation and no subdivision (e.g., fixations on the face, which is a gaze attractor
[Coutrot and Guyader 2014]). We did not analyze where exactly participants were looking at while looking at the agent
but also not while looking away. We also did not have a condition featuring an actual human (actor) to see if the gaze
behaviour with AR agents is the same as with real humans. Future research should investigate these variables and
the influence of different types of experiences, such as different stories and educational content. In addition, having
qualitative feedback of participants’ experiences would further explain differences in gaze behaviour.

6 CONCLUSION

This study investigated the impact of rendering style and auralization on gaze behaviour during an AR storytelling
experience delivered by an agent. The results indicate that the type of agent visualization has a significant effect
on participants’ gaze behaviour, with the cartoon-style agent attracting longer gaze duration in total and fewer
glances compared to the realistic virtual human. However, the audio conditions, spatial or non-spatial, and audiovisual
coherence (or the lack thereof) did not lead to significant differences in gaze behaviour. Together, our results emphasize
the significance of visualization in shaping users’ gaze behaviour. Our findings highlight that if visual attention is
important, a cartoon agent might be more beneficial than a realistic visualization, whereas auralization does not affect
gaze behaviour significantly in storytelling experiences. In the future, further exploration of the influence of task
(storytelling, conversation, collaboration, learning) and the validity of the gaze behaviour (comparison with actual
humans) can shed further light on the gaze behaviour during the interaction with AR agents.
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