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Agent stands or walks along one of two paths and tells a 
story; particpant listens to it with (non-)spatial audio.Realistic and cartoon agent

Spatial AudioNon-spatial audio

Figure 1: Overview of our study. We were interested in the influence of audiovisual coherence and agent movement on participants’
experience. To investigate this, a participant standing in a room saw an augmented reality agent (via Microsoft HoloLens 2). The
agent was represented either by a realistic or a cartoon virtual human. While telling a story, the agent either remained standing,
walked side-to-side through the room, or circled the participant. The participant wore headphones and heard the story either in
head-tracked spatial or non-spatial audio.

ABSTRACT

The appearance of virtual humans (avatars and agents) has been
widely explored in immersive environments. However, virtual hu-
mans’ movements and associated sounds in real-world interactions,
particularly in Augmented Reality (AR), are yet to be explored. In
this paper, we investigate the influence of three distinct movement
patterns (circle, side-to-side, and standing), two rendering styles
(realistic and cartoon), and two types of audio (spatial audio and
non-spatial audio) on emotional responses, social presence, appear-
ance and behavior plausibility, audiovisual coherence, and auditory
plausibility. To enable that, we conducted a study (N=36) where
participants observed an agent reciting a short fictional story. Our
results indicate an effect of the rendering style and the type of move-
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ment on the subjective perception of the agents behaving in an AR
environment. Participants reported higher levels of excitement when
they observed the realistic agent moving in a circle compared to the
cartoon agent or the other two movement patterns. Moreover, we
found an influence of agent’s movement pattern on social presence
and higher appearance and behavior plausibility for the realistic
rendering style. Regarding audiovisual spatial coherence, we found
an influence of rendering style and type of audio only for the car-
toon agent. Additionally, the spatial audio was perceived as more
plausible than non-spatial audio. Our findings suggest that aligning
realistic rendering styles with realistic auditory experiences may
not be necessary for 1-1 listening experiences with moving sources.
However, movement patterns of agents influence excitement and
social presence in passive unidirectional communication scenarios.

Keywords: virtual humans, audiovisual spatial coherence, agents,
augmented reality, movement patterns

1 INTRODUCTION

In social Augmented and Virtual Reality (AR/VR), users often in-
teract with virtual humans. These can be divided into avatars (con-
trolled by humans) and agents (controlled by a computer) [2]. Many
applications use agents as instructors in vocational and educational
applications, tour guides in tourist experiences, or simply as some-
one guiding through a narrative experience. While the primary
purpose of instructors and teachers is to provide facts and instruc-
tions, in entertainment applications, agents often want to elicit a
strong emotional response in the user. Both of them want to elicit a
high feeling of social presence [45].
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How these agents are displayed, sound, and behave are crucial
design decisions. For example, rendering style is an important fac-
tor, realistic textures performing better than those with abstract or
cartoon styles [64], e.g., regarding social presence [70]. Similarly,
it has been shown that the type of audio rendering (non-spatial vs.
spatial) impacts various factors such as emotional response, with
spatial audio often outperforming (non-spatial audio) [5, 63]. Re-
search has also shown users perceive an agent differently depending
on its movement. Masuko et al. [38] as well as Ye et al. [65]
showed that moving agents in AR perform better as storytellers and
trainers/educators. This is not only because agents that can interact
within their environment are seen as more capable [23, 28], but also
because an AR agent might benefit from walking similar to a real
human during public speaking. An agent walking from side to side
(similar to what a speaker would do on a stage) or around and among
the audience (as a speaker in a more intimate environment would
do) could potentially increase emotional engagement and deliver a
more captivating talk compared to an agent standing still (as shown
by recommendations for public speaking, e.g., Heinicke et al. [19])

While these individual factors (rendering style, type of audio
rendering, movement) have been researched isolated, the interdepen-
dence among all three remains underexplored. However, exploring
the interplay is crucial as it might significantly affect the user’s per-
ception of the agent. Fleming et al. [16] showed that audiovisual
spatial coherence of voices and faces improves listening perfor-
mance, and Bailenson et al. [4] showed that animation needs to
match visual fidelity for optimized communication. Still, it remains
open if effects, such as the previously mentioned positive effects of
movement, depend on spatial audio and realistic rendering styles
or if a moving agent can potentially enhance a non-spatial audio
experience with a cartoon storyteller.

In this work, we investigate exactly that, i.e., the interplay be-
tween movement, rendering style, and audio rendering during a
narrative experience delivered by an agent in AR. We focus on social
presence and emotional response (as a measure of performance for
the individual factor combinations) and plausibility and coherence
(to investigate users’s perception of matching/mismatching fidelities
of the experience). To do this, we present the results of a study
that analyzes three distinct movement patterns (circle, similar to an
agent walking among the audience; side-to-side, similar to an agent
walking on a stage; and standing) and two agent rendering styles
(cartoon and realistic) on individuals’ perceptions with regard to two
audio instances (non-spatial and spatial).

The core findings of our study are:

• We confirm previous results that a realistic visualization is
generally better than a cartoon visualization regarding per-
ceived excitement, calmness, and appearance and behavior
plausibility.

• While preferred, the difference between spatial audio and non-
spatial audio was only marginal, suggesting that in pure 1-1-
listening scenarios (even with moving sound sources), non-
spatial audio is sufficient.

• Our study found that neither audiovisual spatial coherence nor
alignment of visual and audio realism improved 1-1-listening
experiences with moving sound sources.

• We show that the movement pattern of an agent impacts users’
excitement, experienced social presence, and perceived audio-
visual coherence.

2 RELATED WORK

2.1 Social Presence
Social presence was initially defined as being aware of the presence
of another being’s (human, non-human, or artificial) intentions, in-
telligence, and emotions [8, 9]. However, a more recent definition
by Skarbez et al. [57] mentioned that coherence and plausibility

are part of the Social Presence Illusion. This new term refers to
”the feeling of social presence engendered by characters in virtual
or mediated environments” with three characteristics: the company
of another sentient being, the medium’s ability for a multisensory
communication experience, and appropriate copresence illusion and
communicative coherence.

Social presence can be affected by various factors. In terms of
the visual aspect of virtual humans, Yoon et al. [67] evaluated the
effect of avatar appearance (cartoon and realistic) and body visibility
on social presence with findings that point to similar levels of social
presence for both rendering styles and an effect of body visibility
favoring the avatar’s full body. Conversely, Zibrek et al. [70] found
that realistic rendering styles of agents improve social presence. In
terms of auditory experiences, Dicke et al. [13] compared the effect
of monophonic, stereophonic, and spatial human speech recordings
on, among others, presence. They found that the spatial condition
evoked a higher sense of presence than the monophonic condition.
Similarly, Skalski & Whitbred showed that surround sound increases
social presence [56]. Still, these studies have focused on audio or
visual stimuli separately. Our goal is to build upon these findings
and consider the whole audiovisual experience and investigate the
interplay between audio and visuals.

2.2 Spatial Audio in AR/VR

Investigating the use of spatial audio in AR/VR environments, a
reproduction method that aims to provide a listener with a three-
dimensional impression of the virtual auditory scene [7], has been
mostly carried out for urban soundscapes [24, 35]. Focusing on
agents, Tsepapadakis and Gavalas [61] used spatial audio for cul-
tural heritage employing an AI-based agent in a storytelling sce-
nario without virtualized visual content. Here, participants reported
positive results in terms of immersion. Geronazzo et al. [17] pre-
sented an interactive dynamic VR storytelling platform where they
compared non-spatial vs spatial sound with varying degrees of inter-
activity. For interactive spatial scenes, strong emotions and levels
of immersion were recorded as opposed to the non-spatial repre-
sentation. Interestingly, the static spatial condition received similar
ratings to the non-spatial conditions. Immhor et al. [22] investigated
the effect of spatial audio by comparing spatial, non-spatial, and
face-to-face audio conditions on social presence in a collaborative
task with two active speakers. Their results did not point to signifi-
cant differences regarding social presence for the two types of audio
used. Together, these contradicting (spatial audio sometimes better,
sometimes not) and counterintuitive (spatial audio not always better)
findings point to the need to further explore the effect of spatial
audio on emotions and social presence in AR/VR environments.

2.3 Virtual Humans’ Audiovisual Spatial and Behavioral
Coherence

Showing virtual humans in AR environments is challenging, as
they should act and move in a coherent and believable manner that
adheres to the affordances of the current physical space. Hayes [18]
mentioned that a virtual human’s fidelity determines its authenticity
in terms of three aspects: physical — how they look, sound, feel,
and interact in the environment [6], functional — how they react to
the environment [34], and psychological — how they engage and
display emotions [54]. Beyond that, Kim et al. [29] mentioned
the spatial coherence of virtual humans, i.e., how adjusted it is
to the physical environment, is an important factor in fostering
social plausibility and presence. Following up on this, Latoschick
& Weinrich [33] proposed a coherence and plausibility model for
AR/VR. They categorized the plausibility illusion as a subjective
feeling while coherence is related to the “objective characteristics
of the virtual experience”. They defined coherence as “the relations
between the cues and the AR/VR experience itself”, integrating
plausibility and coherence in one construct. One of the most recent
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tools to evaluate coherence in virtual humans is the virtual human
plausibility questionnaire with two dimensions: the virtual human’s
Appearance and Behavior Plausibility (ABP) and the virtual humans’
coherence with the virtual environment [36]. The aforementioned
aspects have been mostly approached from the visual perception
side, leaving aside the acoustic representation of the virtual human in
the environment as well as the interplay between audio and visuals.

Acoustic and visual stimuli coherence in virtual characters/agents
is gaining attention, especially concerning matching appearance
with speech. For instance, Higgins et al. [20] showed that unnatural
voices can appear unappealing in combination with photorealistic
agents but do not negatively affect social presence compared to
natural voices. Similarly, Zibrek et al. [68] found that a mismatch
between appearance and speech, e.g., photorealistic agents with
unnatural voices, did not influence social presence or increased
discomfort. Also, Kao et al. [26] investigated the importance
of audial avatar customization. Their results suggest that visual
customization is more important than audial customization, but the
latter can still increase aspects like identification and immersion
if visual customization is available . Recent research by Lam et
al. [32] investigated the importance of audio-visual coherence
regarding virtual characters. They presented male and female agents
with varying body types and voice pitches to participants. The results
show that participants have certain expectations about body types
and corresponding voices and perceived appropriate combinations
as more believable.

Another well-known effect in this context is the ventriloquist
effect, which has been exploited intensively in arts and media for
a long time, with a puppeteer giving the illusion that the puppet
speaks and not the human, implying an illusion of spatial coherence
of acoustic and visual sources (cf., e.g., Alais & Burr [1]). Here, in
most cases, auditory information is “captured” by visual information,
associating the sources of the two modalities to the location of the
visual information. As shown by Alais & Burr [1], degraded visual
information may also lead to auditory information capturing visual
information. Similarly, motion seems to interact with the captur-
ing effect, and visual motion may lead to perceived auditory motion
[58]. Related, if the auditory event is perceived from outside the cur-
rent field of view, attention may be guided by auditory information
[31], which in turn, may have an effect on scene exploration behav-

ior. For complementary information on investigations of audiovisual
effects and binding in AR/VR see, e.g., [31, 37, 55]. Previous re-
search investigating this effect was conducted with rather simplistic
signals such as sound bursts, light sources, or visual patterns

As outlined, research has, up to now, focused either on visual
coherence or matching speech and appearance in virtual humans,
leaving aside audiovisual spatial coherence, i.e., matching (room
acoustics) with visuals and movement. Thus, our goal is to build
upon those findings to explore if there is a similar effect of match-
ing room acoustics with the sounds produced by a moving agent
regarding social presence, audiovisual coherence, and plausibility.

2.4 Virtual Humans ’ Motion Perception , and Emotional
Responses

Research in virtual humans indicates that high fidelity/highly realis-
tic avatars often lead to positive experiences [64]. However, it may
not be the most important aspect of social interactions. Here, Von
der Putten et al. [48] showed that visual fidelity might not be as im-
portant as behavior fidelity (aka how the virtual human moves). For
instance, humans express and perceive emotions not only through
verbal behavior but also through body sways and kinematic patterns
are key aspects of emotional responses [30]. Recently, a few studies
have highlighted the importance of non-verbal behavior in interac-
tion, focusing on movements of the upper body and facial expres-
sions [12, 50]. Here, Rogers et al. [50] suggested that harnessing
full face and body motion capture can make social interaction in VR

similar to face-to-face interaction.
Movement in virtual humans and its impact on the user’s emo-

tions have not been researched holistically, considering all three,
visuals, audio, and movement. Movement-focused research showed
that the agents’ gait visualizations (walking styles) and gestures
increases social presence and the overall perceived friendliness of
agents [49] and that virtual agents’ motion and appearance have
increase emotional responses [39]. Research focusing on visual
rendering showed that eerie rendering styles of agents (creepy, scary,
zombie) evoke higher avoidance movement behavior (faster walking
speed, greater distance, longer paths) and higher emotional reactiv-
ity compared to other rendering styles (cartoon, realistic) [40, 44].
Also, Narang et al. [41] found that self-recognition of walking
improved with avatars than with point-lights and that recognizing
others walking was easier with circular motions than with straight-
line walking. Additionally, exploration of auditory events coming
from a moving virtual human has received little to no attention so
far, in spite of non-AR/VR studies demonstrating their relevance for
human decision-making derived from sound sources, e.g., Pastore et
al. [47]) and for perception of body weight [59]. Previous findings
highlighted the impact of sound on emotional appraisal in games
and films [14] and also increasing levels of arousal for virtual reality
experiences [15]. Closely related to our research, Thomas et al. [60]
investigated how speech-related motion (head, hands, posture) and
speech realism influence the perceived personality of an agent (and
not, as we do, the user’s emotional reaction). Their findings show
that motion is the dominant modality indicating extraversion and
speech communicates agreeableness and emotional stability. These
findings suggest that how sound is presented together with motion
or movement impact how agents are perceived.

Together, research shows that virtual humans’, their motion, and
the sounds they produce, potentially influences plausibility percep-
tion and emotional responses. Such emotional responses can be eval-
uated using the bi-dimensional model of affect considering valence
(pleasure, positive -displeasure, negative continuum) and arousal
(level of activation) [52].

Overall, the effect of different types of auditory representations
of natural acoustic events, e.g., the sounds of humans walking and
talking together with the visual representation of a moving virtual hu-
mans, on the overall audiovisual experience and the user’s emotional
response, remains unexplored.

3 EXPERIMENT

(a) (b)

Figure 2: (a) The participant wearing the Hololens 2 and headphones.
(b) The HMD view during the experiment .

We conducted a 2x2x3 within-subjects experiment (12 conditions)
to evaluate the effect of audio (spatial audio, non-spatial audio), the
agent’s rendering style (cartoon, realistic), and type of movement
(standing, walking side-to-side, walking in a circle) on the subjective
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audiovisual experience. The conditions were counterbalanced using
a Latin square design.

In order to explore the use of spatial audio for the current ap-
plication, a non-spatial condition was defined as well. During the
non-spatial condition, the diotic presentation of the test samples was
used, with no added binaural, source, or room information. Inspired
by previous studies [22], we used the non-spatial as our control
condition.

3.1 Hypotheses

We capitalize on previous findings about the advantages of realistic
rendering styles and consider that combining realistic audiovisual
representations, i.e., realistic rendering style with realistic auditory
representation, will impact emotional responses, social presence,
appearance and behavior plausibility, and audio plausibility. For a
realistic auditory representation, we used two sound sources (the
agent’s voice together with footstep sounds). We represented these
sounds (when the agent was standing or moving) to match the spe-
cific room where the experiment occurred. Through this, we aimed
to provide an acoustic experience similar to the one in the real world.

Our first three hypotheses (H1, H2, H3) focus on investigating
the role of agent movement (see Sect. 2.4). Given that a realistic ren-
dering style is generally perceived positively [64], and movement
[60] as well as spatial audio [17] have been shown to increase emo-
tional responses, we assume that these effects stack and a moving
realistic agent with spatial audio is perceived as more exciting (H1).
Vice versa, we hypothesize that a standing agent will be perceived
as calmer, independent of the rendering style and type of audio.
That is because spatial audio has little effect on a static object, and
rendering style a is less impactful due to the absence of movement
[30] (H2). Inspired by the findings of coherence in speech with the

visual appearance of agents, e.g., [20, 32, 68], together with findings
related to movement pattern recognition [41], we hypothesize that
realistic audiovisual representations together with movement will
lead to the highest audiovisual coherence (H3). The last two hy-
potheses (H4, H5) aim to investigate the audiovisual experience. H4
hypothesizes that social presence increases with a realistic rendering
style with spatial audio compared to a cartoon style with non-spatial
audio. We base this hypothesis on individual findings of realistic
rendering [70] and spatial audio [13] improving social presence
(see Sect. 2.1). Similarly, in H5, we considered that realistic audio
and realistic rendering will outperform less realistic conditions (a
cartoonish rendering style and non-spatial audio) in terms of the per-
ceived agents’ appearance and behavior plausibility [33, 36, 36, 55]
(see Sect. 2.3). Thus, our hypotheses are:

H1 Participants will report higher levels of excitement when the
agent is moving (side-to-side, circle) during the audiovisual
realistic conditions (realistic agent and spatial audio) compared
to the non-realistic audiovisual conditions (cartoon agent and
non-spatial audio).

H2 Participants will report higher levels of calmness when the
agent is standing compared to the agent moving (circle, side-
to-side) for both audiovisual representations

H3 The moving agents (circle and side-to-side animations), to-
gether with realistic audiovisual representations (realistic ren-
dering style and spatial audio) will lead to the highest scores
of audiovisual coherence.

H4 Participants will report higher scores in social presence for
audiovisual realistic representations (realistic rendering style
and spatial audio) compared to the non-realistic audiovisual
condition (cartoon agent and non-spatial audio).

H5 Participants will report higher scores in ABP for the realis-
tic audiovisual representations compared to the non-realistic
audiovisual conditions.

3.2 Apparatus

3.2.1 System Overview

Microsoft
HoloLens 2

Headphones

Server
Application

Binaural
Rendering

Lip
Syncronization

HMD Pose,
Agent Data,

Footsteps

Viseme Weights Viseme
Weights

Mono Audio

HMD Pose,
Agent Data,

Mono Audio,
Footsteps

Spatial
Audio

User side Server side

Figure 3: Diagram of the system architecture. The users wear a
HoloLens 2 as well as headphones. Lip syncronization and the audio
rendering are offloaded to an edge server. Due to latency concerns,
the headphones use a wired connection to the server.

The system enables the visualization of animated agents using a
Microsoft HoloLens 2 while providing non-spatial and spatial audio
for the agent’s speech and movement.

As the HoloLens 2 has rather limited capabilities regarding perfor-
mance and audio quality, we decided to offload some processing to
an additional desktop PC and use the Sennheiser HD600 headphones
for audio playback. The setup is illustrated in Fig. 3. The central
server application runs on a PC and is connected to the HoloLens
2 through Wi-Fi. The additional modules (BinSim [42] and Occu-
lus LipSync 1) are connected through localhost sockets. To ensure
synchronization between audio and graphics, the latency of the con-
nection was measured and the audio was delayed accordingly. All
individual network connections are realized using ZeroMQ 2. We
use Google Protocol Buffers 3 for data encoding.

The HoloLens 2 itself runs an application that was built in Unity
2021.2.7f1. When starting the application, participants see the en-
vironment mesh to confirm that it is fully loaded. The experiment
is initiated when the researcher starts the server application. The
rendering style, the animation, and the user’s height are specified on
the PC, and a message is sent to the HoloLens 2 to start the visual-
ization. The HoloLens 2 stops showing the environment mesh and
spawns the specified agent configuration in front of the participant
in relation to their body height (so that does not appear to float or
penetrate the floor). Further information about the agents is given
in Sect. 3.2.3. For the duration of the experiment, the HoloLens 2
streams data to the server. This includes a continuous stream of its
pose (position and orientation) and the position, rotation, and scale
of the agent. Additionally, we added triggers to the agent’s feet in
order to detect footsteps. A message is sent to the server each time a
footstep is detected.

The server records the incoming data from the HoloLens 2 ap-
plication. It also exchanges data with additional modules that im-
plement spatial audio and lip movement. When the experiment is
started, the server loads the audio file and sends it continuously to
the LipSync module. We rely on Oculus LipSync for generating lip
movement. While there is a Unity plugin for lip synchronization, it
does not work on the HoloLens 2 because it does not support x86
ARM platforms. Therefore, we implemented the module in C++
and sent the viseme weights to the HoloLens 2. Visemes depict the
animation of the mouth shape for specific sets of phonemes. We used
the 15 visemes specified in the MPEG-4 Face and Body Animation

1https://developer.oculus.com/downloads/package/

oculus-lipsync-unity/
2https://zeromq.org/
3https://protobuf.dev/
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(FBA) standard [46]. Sending the visemes separately eases the syn-
chronization as the audio also runs on the server. The server sends
information about the position and orientation of the participant
and sound sources (speech, footsteps), which is further described
in Sect. 3.2.2. The final audio is played using wired headphones,
connected to the server.

3.2.2 Audio Rendering
The present experiment included two audio reproduction conditions:
non-spatial and spatial audio. To blend the virtual sound source into a
real environment, binaural cues and the room acoustic characteristics
of the natural environment must be processed. One method to mimic
the real room acoustics is based on measured binaural room impulse
response (BRIR) data. This method was used for the auralizations
in the present experiment. Other approaches for creating virtual
acoustic environments include simulation techniques, e.g., based on
geometrical and wave-based acoustics [11, 53].

It is important to note that The Microsoft spatializer4, which can
be coupled with the HoloLens 2 over Unity, utilizes only Head-
Related Transfer Functions (HRTFs). HRTFs describe the direc-
tional filtering of sound reaching a listener’s ears, but do not include
room information or sound source-specific directivity. While rever-
beration effects can be adjusted, this does not guarantee an accurate
match to the real environment. Thus, we used a modified version of
the pyBinSim rendering framework [43].

The pyBinSim framework uses fast partitioned convolution to
convolve measured or simulated binaural room impulse responses
with arbitrary audio signals for binauralization. Furthermore, the
filters can be switched in real-time to allow for six 6-Degree-of-
Freedom (6DoF) auralizations. The version in this experiment uses
separate binaural filters for the direct sound, early reflection, and
late reverb. This allows switching the filters for these three segments
independently in the case of positional updates. Furthermore, an
additional modification in the processing allows us to dynamically
adapt the sound source directivity behavior by modifying the direct
sound portion of the BRIRs.

The Binaural Room Impulse Respone (BRIR) dataset in this
experiment was created from BRIR measurements using the Head-
And-Torso Simulator (HATS) KEMAR 45BA 5. It was placed at
a distance of 2 m in front of a sound source in the middle of the
reproduction room on an electric turn table. The horizontal plane
was sampled in 4° steps, resulting in 90 BRIRs. The BRIRs were
measured using the exponential sine sweep method in the frequency
range of 50 to 22000 Hz. In post-processing, the direct sound portion
of the BRIRs was removed, and the late reverberation segment was
separated at a mixing time estimate of about 60 ms. For the dynamic
auralization, the KEMAR HRTF dataset was used to substitute the
removed direct sound segment [10]. This HRTF data set contains a
full-spherical measurement with an angular resolution of 1° for both
azimuth and elevation. For our modified data set, this HRTF set was
downsampled to 3° and 5° for the azimuth and elevation dimensions,
respectively, to reduce the amount of data. Additionally, an angle-
dependent sound source directivity was applied by convolving the
direct sound with a measured sound source directivity response
(male speaker) provided by the McRoomSim Toolbox [62]. In
total, three virtual sound sources were considered, one located at the
position of the head for auralizing the speech sound, and two at the
position of the feet for auralizing the footsteps.

To achieve a 6DoF reproduction, several parametric adjustments
and simplifications were added to the rendering framework. Distance
changes between the sound source and the receiver were considered
by scaling the direct sound according to the distance between the
listener and the sound source.

4https://github.com/microsoft/spatialaudio-unity/
5https://www.grasacoustics.com/products/

head-torso-simulators-kemar/product/733-45ba

(a) (b)

Figure 4: Appearance of the cartoon (a) and realistic (b) agent used
in the experiment.

The early reflection parts were updated according to the relative
azimuthal angle between the listener’s head and the virtually repro-
duced sound source. The late reverberation segment was constant
for positional changes and, hence, static for all positions. As Neid-
hardt et al. [43] showed these kinds of simplifications introduced
to a BRIR data set still provided plausible illusions in an auditory
augmented reality scenario. However, the acoustic scenarios of the
present work require situations with a strong direct sound. From
several pre-listening test sessions, it was concluded that these BRIR
data set modifications could be applied to the listening scenarios in
the present study.

Two types of sound were used for the auralizations in the experi-
ment –– female speech and footstep sounds. Both sound types had
to be dry recordings without any perceivable room acoustic infor-
mation incorporated. The female speech sample was recorded in a
dry speaker booth. The Neumann-U87 microphone, with a cardioid
pattern, and a popkiller were employed for the measurement. The
footstep samples were obtained from an open source database 6. To
adjust the overall loudness of the auralization and the relative loud-
ness differences between speech and footstep sounds, calibration
measurements were conducted using the KEMAR 45BA dummy
head in the test room. Six people were recorded standing still and
talking to the dummy head at a distance of 2 m. Additionally, they
had to walk past the dummy head at a distance of 2 m to record
footstep sounds. The loudness estimates of the recordings were com-
pared to the loudness estimates of the binaural playback to adjust
the reproduction levels of the signals. From the measurements, it
was concluded to set the target speech at about 65 dBA at a distance
of 2 m and the footsteps sound 20 dB lower. However, as the spatial
audio rendering does not account for accurate dynamic reflection
changes, the loudness of the virtual footstep sound may perceivably
deviate from the true loudness for positions much closer and farther
away than 2 m.

3.2.3 Agent Appearance and Behavior

Creating virtual humans with distinct styles (cartoon and realistic)
was an important aspect of our study. The agents were created with
the help of the Character Creator 4 Software Suite 7. The software
was used for designing, texturing, and rigging the agents. The final
version of the agents used within the experiment is shown in Fig. 4.
The height of the agents (approximately 1.90 m) was not modified
to the viewer’s height. The height was chosen so that most viewers
could always see the agent’s face without having to uncomfortably
look up or down.

6https://www.fesliyanstudios.com/

royalty-free-sound-effects-download/footsteps-31
7https://www.reallusion.com/character-creator/
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To customize the cartoon-style agents, we used custom simplified
textures to manipulate facial features and clothing. This allowed us
to create exaggerated and stylized features per our chosen style.

To achieve a high degree of realism for the realistic agent, we
fine-tuned facial contours, skin textures, and subtle imperfections to
create a lifelike appearance.

Considering the hardware limitations of the Microsoft HoloLens
2 used in our experiment, we had to make specific optimizations
to the agents: The HoloLens 2 has constraints on computational
resources, particularly regarding rendering capabilities and polygon
count. Consequently, we needed to reduce the number of vertices
of our agents to 80,000 to maintain visual fidelity. The optimiza-
tion process involved simplifying geometry, using level-of-detail
(LOD) techniques, and employing efficient shaders to ensure smooth
performance on the HoloLens 2.

For the movement of the agents, we relied on recordings captured
via motion tracking using an OptiTrack system that included a total
of 10 cameras. For the size of the tracking space that was available
to us (approx. 3x3 meters), this led to some inaccuracies, especially
for the hands. Besides making sure that the recorded person was
always within view of multiple cameras, we also used a smaller
marker set that excluded hand tracking. We then exported the three
animations (circle, standing, side-to-side) for use in the Unity engine.
The minimum and maximum distances between the viewer’s (i.e.,
the virtual camera’s) position and the agent (i.e., the agent’s head,
which acts as the sound source) depend on the movement pattern.
The minimum and maximum distances for the standing position are
1.95 m and 2.06 m, with 1.99 m on average (SD = 0.021). For the
circular motion, the range is between 0.72 m and 2.63 m with an
average of 2.02 m (SD = 0.55), while the side-to-side movement
ranges from 1.95 m to 3.03 m with an average of 2.41 (SD = 0.30).

In Unity, we adjusted the resulting animations as the automatic
retargeting showed some mismatches when combining the anima-
tions from the OptiTrack motion-capturing system with the agents.
First, we manually adjusted the hand pose (straight fingers) as the
original pose looked unnatural (hand fixed in a claw-like position).
Second, we adjusted the spine rotation and forced a stricter T-pose,
as Unity’s built-in T-pose checker has a relatively high tolerance.
Last, we enabled Inverse Kinematics (IK) for the agent’s feet. This
was particularly important as we rely on accurate foot movement for
step detection in order to enable footstep sounds.

3.3 Task & Procedure

A combination of free-viewing and story-listening tasks was used
in this study. During the experiment, participants were asked to
observe the agent when it walked around/stood and listen to it tell a
short fictional story as shown in Fig. 2. The chosen test stimulus is
a dry recorded female speech sample reciting Frank Kafka’s piece
’Give it up’ [25] (128 words, 52 seconds). We used the same story
across all conditions to avoid confounding effects of using different
stories, i.e., participants could have preferred one story over another,
influencing, in turn, the reported excitement or calmness.

The experiment lasted around 50 minutes and included the fol-
lowing steps. (1) Participants were given a short introduction about
the goal of the experiment and were handed a consent form (5 min-
utes). (2) Then, they were shown the devices to be used, were
instructed how to wear the HoloLens 2, and proceeded to calibrate
it (5 minutes). (3) After that, participants were instructed to pay
attention to what they would hear and see. Participants stood at a
specific position during each experimental condition (12 conditions,
52 seconds per condition). After each condition, participants were
instructed to fill out a set of questionnaires about their experience.
Their movement space was restricted within a box of 0.4 m x 0.4
m, marked with blue lines on the laboratory floor. (4) Finally, they
filled out a questionnaire about their preferences (rendering style
and type of audio) and reasonings behind them and received their

compensation (5 minutes).
An experimenter was present during the session, sitting outside

the path of the agent and in a darker area of the room to not disturb
or influence the experience.

3.4 Measures

In our study, the subjective perception of the agent was assessed
through a questionnaire. The questionnaire consisted of 17 items
and four subsets: appearance and behavior plausibility (ABP) with
6 questions, social presence with 5 questions, emotional responses
2 questions, audiovisual spatial coherence and audio plausibility 2
questions.

To measure ABP, we used the ABP dimension from the Virtual
Human Plausibility Questionnaire (VHPQ) [36], using a 7-point
Likert scale (from “does not apply at all” to “completely applies”).
For social presence, we used the Social Presence Questionnaire from
Bailenson et al. [3], which uses a 7-point Likert scale (from “not
at all” to “very much”). To capture emotional responses, we asked
participants their level of excitement and calmness, using the fol-
lowing questions with a 7-point Likert scale (“not at all” to “very
much”): “The experience I just had made me feel excited.”; “The
experience I just had made me feel calm.” We constructed these
questions considering the dimensional model of emotions using va-
lence (positive-negative) and arousal (high-low) [51]. Our questions
considered only positive valence but represented two different levels
of arousal/activation: excitement (high) and calmness (low).

The questions that we constructed to measure audiovisual spatial
coherence were: “I felt that the observed position of the virtual
character and the location of the sound source are matching,” and
for audio plausibility, we asked: “The sound coming from the vir-
tual character (while speaking, standing, and walking) in this room
seemed to be plausible to me.” Both questions were measured with
a 7-point Likert scale from 1 (“not at all”) to 7 (“very much”).

For the user preferences, participants were asked to choose their
preferred type of audio and rendering style and provide reasonings
behind their choices. The questions we used were, “Which virtual
character did you prefer the most (cartoon, realistic) and why?” and
“Which audio representation did you prefer (spatial audio, non-spatial
audio) and why?”.

3.5 Participants

We recruited 36 participants (21 identified as male, 14 as female,
and one as non-binary) ranging in age from 22 to 32 years (M =
26.53, SD = 2.65) who reported no hearing problems, all university
students or staff. Among the participants, three used contact lenses,
10 wore eyeglasses, and the other 23 did not use visual aids. A total
of 24 participants had experienced AR/VR environments before our
experiment, of which two had programming experience using Unity,
and 12 had never experienced AR/VR before.

This study was pre-approved by the Ethical Committee of the uni-
versity and executed following the guidelines of the national research
organization and the declaration of Helsinki. Participants gave in-
formed written consent and received 12 euros as compensation for
their participation.

4 RESULTS

All questionnaires were analyzed using Aligned Rank Transform
(ART) [27] as normality was not confirmed in any of our collected
measures. Normality was assessed by visual inspection using QQ-
plots and Shapiro-Wilk tests. If significant differences were detected,
we calculated post-hoc pairwise comparisons using ART-C and
Bonferroni correction. Table 1 shows a summary of the results of
all collected measures. In the following paragraphs, we mention our
results, emphasizing the ones that yielded significant differences.
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Table 1: Summary of results showing significant effects in bold.

Metric
p-value

agent audio animation agent:audio agent:animation audio:animation agent:audio:animation

Excitement 0.036 0.076 <0.001 0.174 0.017 0.262 0.089
Calmness 0.040 0.098 0.168 0.004 0.055 0.504 0.151
Social Presence 0.499 0.612 0.016 0.455 0.717 0.413 0.625
Appearance Behavior
Plausibility

0.041 0.872 0.042 0.258 0.681 0.881 0.383

Audiovisual Spatial Coherence 0.344 0.022 0.002 0.031 0.509 0.851 0.565
Audio Plausibility 0.284 0.045 0.062 0.082 0.269 0.428 0.697

Figure 5: Excitement and calmness [1;7].

4.1 Excitement and Calmness
Fig. 5 shows an overview of the results.

4.1.1 Excitement
We found a two-way interaction effect of agent and animation
(F(2,385) = 4.119, p = .017, η2

p = .021). Post-hoc pairwise compar-
isons using ART-C highlight a significant difference in excitement
for the realistic agent with the circle animation (M = 4.51, SD =
1.64) compared to the standing cartoon agent (M = 4.03, SD = 1.82).
Results also point towards the main effects of the type of animation
and type of agent. Animation had a significant effect (F(2,385) =
14.148, p < .001, η2

p = .068), where the circle (M = 4.39, SD =
1.66) animation led to higher scores in excitement compared to the
side-to-side (M = 4.16, SD = 1.81), (p < .001) or standing (M =
4.05, SD = 1.79), (p < .001) animations. Results also point to a
significant main effect of the type of agent (F(1,385) = 4.414, p =
.036, η2

p = .036), where the realistic agent evoked higher scores of
excitement (M = 4.27, SD = 1.75) than the cartoon agent (M = 4.13,
SD = 1.76). We did not find a three-way interaction effect. It is
essential to consider that the interaction effect might explain both
main effects.

4.1.2 Calmness
Our results point to a two-way interaction effect between the type of
agent and audio conditions (F(1,385) = 8.363, p = .004, η2

p = .021).
However, the post-hoc comparison did not show any significant
differences. Also, we found a main effect for the agent’s appearance
(F(1,385) = 4.256, p = .04, η2

p = .011), where the realistic agent (M
= 3.96, SD = 1.69) led to higher levels of calmness compared to the
cartoon agent (M = 3.87, SD = 1.69). We did not find a three-way
interaction effect.

4.2 Social Presence
The social presence questionnaire results are shown in Fig. 6. Our re-
sults revealed a main effect only for the type of animation (F(2,385)
= 4.155, p = .016, η2

p = .21), favoring the circle (M = 0.3, SD =

Figure 6: Social presence questionnaire results [-3;+3].
.

Figure 7: Appearance and behavioral plausibility questionnaire
results [1;7].

.

0.83) animation over the side-to-side animation (M = 0.11, SD =
0.921) , (p = .036), and for the standing (M = 0.28, SD = 0.9) over
the side-to-side animation, (p = .041). The circle animation had no
significant difference to the standing animation (p = 1.0). We did
not find any two-way between or three-way interaction effects.

4.3 Appearance and Behavioral Plausibility

Our results only point to significant main effects of the type of anima-
tion and agents’ appearance individually. The animation condition
was found to have a significant effect (F(2,385) = 3.199, p = .042,
η2

p = .016), but the post-hoc test did not show significant differences.
The agent’s appearance (F(1,385) = 4.199, p = .041, η2

p = .011) led
to significant differences, where the realistic (M = 4.48, SD = 1.34)
agent evoked higher appearance and behaviour plausibility scores
compared to the cartoon agent (M = 4.31, SD = 1.33). We did not
find any two or three-way interaction effects.

4.4 Audiovisual Spatial Coherence and Audio Plausibil-
ity

We found a significant two-way interaction of the agent’s appearance
and audio (F(1,385) = 4.701, p = .031, η2

p = .012). Post-hoc pairwise
comparison revealed that the cartoon agent with spatial audio (M
= 4.38, SD = 1.63), (p = .04) led to higher audio-visual coherence
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Figure 8: Audio questionnaire results [1;7].
.

compared to the cartoon agent with non-spatial audio (M = 3.93, SD
= 1.69).

We also found significant main effects of audio (F(1,385) = 5.303,
p = .022, η2

p = .014) and animation (F(2,385) = 6.224, p = .002,
η2

p = .031). The spatial audio (M = 4.22, SD = 1.64) resulted
in higher perceived audio-visual coherence than the non-spatial
audio conditions (M = 4.01, SD = 1.66). This may also explain the
interaction effect of audio. The standing (M = 4.34, SD = 1.45)
condition led to significantly higher audio-visual coherence scores
compared to the side-to-side (M = 3.92, SD = 1.72) animation. We
did not find a three-way interaction effect.

Regarding audio plausibility, our results indicate a main effect of
the type of audio (F(1,385) = 4.027, p = .045), where spatial audio
(M = 4.25, SD = 1.55) was perceived acoustically more plausible
than the non-spatial (M = 4.1, SD = 1.54) condition. No further
significant main or interaction effects were found.

4.5 Preference
We asked participants their preference between the two rendering
styles. Here, 25 participants preferred the realistic agent, ten the
cartoon, and one none of the agents. We also asked participants
about their preferred type of audio after the experience. Here, 25
participants reported their preference for spatial audio, nine for non-
spatial audio, and two reported no preference.

5 DISCUSSION

5.1 Movement on Excitement and Calmness (H1 and H2)
In H1, we hypothesized that participants would report more excite-
ment (positive valence and high arousal) when the agent moves
(side-to-side and circle animations) for realistic audiovisual condi-
tions. Our results partially confirm this hypothesis. We found a
significant effect of the type of animation and the agent’s rendering
style on the excitement that participants reported. This aligns with
previous findings [39], that found that a virtual agent’s motion and
appearance have a positive effect on emotional responses. However,
we did not find an effect on the type of audio used.

In terms of animation, participants reported feeling more excited
with the circle animation compared to the side-to-side or standing
animation. We consider that these findings are rooted in how humans
perceive emotions, namely verbal and nonverbal behavior, especially
kinematic patterns that display hints about current emotional states
[30]. In a comparable study, Narang et al. [41] found that circular
motions of avatars of familiar others in VR can be better identified
than walking in a straight line. Here, we consider that the circular
movement that the agent displayed could have allowed participants
to focus not only on the walking styles but also on arm swings and
head motions, evoking higher arousal.

Regarding rendering style, participants reported higher excite-
ment with the realistic agent compared to the cartoon one. Our result

aligns with previous findings that suggest that a realistic rendering
style and motion have an effect on emotional responses [39]. Closely
related, Zibrek et al. [69] found a correlation between realistic ren-
dering style and empathy. These results emphasize the effect of
motion together with realistic rendering styles as factors that could
lead to positive experiences when interacting with virtual agents.

In H2, we hypothesized that participants would report higher
calmness (positive valence low arousal) when the agent is standing
compared to when the agent is moving (circle and side-to-side) for
both audio conditions. Our results do not confirm this hypothesis.
We did not find an effect of movement or audio on participants’
reported levels of calmness. However, similarly to H1, we found an
effect of rendering style on calmness, i.e., higher levels of calmness
with the realistic rendering style. This emphasizes the effect of a
realistic rendering style on positive emotions with positive valence.

Our findings do not only support the use of a realistic rendering
style when using virtual humans but suggest that realistic rendering
styles can foster positive AR experiences.

5.2 Audio and Rendering Style on Social Presence (H3)
In H3, we hypothesized that participants would report higher scores
in social presence for the realistic audiovisual conditions compared
to the non-realistic combinations. Our results do not confirm this
hypothesis. We did not find a significant effect of the rendering style
or the type of audio on social presence. Regarding the rendering
style, this result is in line with a study by Yoon et al. [67], stating
that rendering style does not have a significant effect on social
presence. Zibrek et al. [70] however, found that realistic rendering
styles can improve social presence.

With regard to audio features it was shown, that unnatural [20]
or synthetic [68] voices combined with photorealistic agents do
not negatively affect social presence compared to natural voices.
Conversely, it was shown that realistic speech has a positive effect
on perceived personality attributes when tested with a cartoon agent
[60]. Regarding the effect of spatial audio on social presence, Im-

mohr et al. [22] did not find significant differences when comparing
the use of spatial audio with non-spatial audio for two-party com-
munication in VR environments. Overall, we cannot confirm if/how
audiovisual realistic combinations affect social presence.

Interestingly, we found a main effect of the type of animation
on social presence where seeing the agent moving around partici-
pants evoked higher scores of social presence compared to the agent
walking side-to-side and the standing agent led to higher social pres-
ence compared to it walking side-to-side. These findings align with
Narang et al. [41] who identified that circular walking movements
are easier to identify than straight-line walking in avatars of familiar
people. Our findings further suggest that this may also be the case
for unfamiliar virtual humans, in our case agents. Also, the ease of
identifying circular movements could have influenced social pres-
ence, leading to higher scores. This indicates that the movement
pattern virtual humans perform affects social presence. This high-
lights implications when using avatars or agents for entertainment
or in communication settings where non-linear motions could create
more engagement for instance when used in plays, or to connect
with a conversational partner.

5.3 Audio and Rendering Style on ABP (H4)
We hypothesized that realistic audiovisual representations would
lead to the highest ABP scores. Our results partially support this
hypothesis. We found a main effect of the rendering style — our
results showed higher scores for the realistic agent — on the ABP
scores but no effect of audio. Also, most participants reported
preferring the realistic agent over the cartoon. Here, similar to H3,
our results point to a main effect of the type of animation.

To better understand our results, we looked at studies about the
effect of sound in games. Huibert [21] mentioned that in virtual
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environments, realistic sound acts as a confirmation of the sensory
information derived from other senses. Closely related, Kao et al.
[26] found that audial avatar customization has a weaker effect com-

pared to visual customization. Further, the auditory information may
have been overshadowed by the visual stimuli with both auditory
conditions (spatial audio and non-spatial audio due to the vetrilo-
quist effect. Also, this effect may have intensified with multiple
exposures, our experimental design had 12 conditions.

Overall, our results align with those findings and suggest that a
higher ABP for the realistic virtual humans creates the illusion of an
overall realistic auditory environment in spite of the type of audio
used. This suggests that in 1-1 listening AR/VR scenarios the effect
of spatial audio may be negligible. In our experiment, the agent
was standing or moving in a studio-like room reciting a fictional
short story and was the only audio source. We consider that having
multiple agents talking and different audio sources coming not only
from them but from the environment, for example, similar to plays in
theaters, could benefit from spatial audio and provide an immersive
experience.

5.4 Audio, Movement, and Rendering Style on Audiovi-
sual Spatial Coherence (H5)

We hypothesized that moving realistic audiovisual agents would lead
to higher scores in audiovisual coherence compared to standing non-
realistic audiovisual agents. Our results do not confirm this. While
we did not find a three-way interaction confirming that assumption,
we found a two-way interaction effect of rendering style and type of
audio. Interestingly, this was found only for the cartoon rendering
style, where the use of spatial audio was significantly more coherent
than the non-spatial audio conditions. This suggests that matching
realistic visual representations with realistic auditory representations
may not be the key to audiovisual spatial coherence. We consider
this closely related to the Proteus Effect [66], applied not only to
self-avatars but to the perception of other virtual humans. Here,
rendering style may not be the key to audiovisual spatial coherence
but other aspects such as behavioral mapping fidelity [48].

Regarding audio plausibility, spatial audio was found more plausi-
ble than non-spatial audio, aligning with participants’ preference for
spatial audio. Prior research has reported that spatial audio improves
listening performance in multi-talker environments [16]. Our find-
ings suggest that this may also be the case even for an environment
with one talker with auditory information about steps and voice.
Although, it may also be a result of the general preference for spatial
audio when compared to non-spatial audio conditions.

In terms of the influence of movement patterns on audiovisual
plausibility, the standing condition was found more audiovisually
plausible than the side-to-side movement. One possible explanation
is the chosen scenario — an agent telling a story to participants.
Participants could have found it more plausible that the agent would
stand and tell a story rather than walk side-to-side in the room, as
people do in a similar scenario.

6 LIMITATIONS

One of the limitations of our study comes in terms of the expres-
siveness of the agents (non-verbal cues). Since effective human
communication relies on more than speech-transmitted information,
it is essential to address the integration of non-verbal cues. While lip-
syncing and mutual gaze were part of the current framework, other
features, such as complex facial expressions, were not considered.

Another aspect is the type of spatial audio used. The Unity
spatializer is a standard tool implemented for social mixed reality
applications for achieving an immersive spatialized reproduction.
However, we used the pyBinSim rendering approach to provide an
accurate room acoustic experience. In a future study, we plan to
evaluate the use of Unity spatial audio vs. pyBinSim and determine if

Unity provides enough acoustic cues for a plausible and immersive
scenario as the one currently investigated.

We constructed our own questions related to audiovisual spatial
coherence and audio plausibility. To the best of our knowledge,
no validated questionnaire measures audio plausibility or audiovi-
sual spatial coherence. Our questions did not consider familiarity
with the room where the experiment took place and many of our
participants might not have been familiar with that specific room,
influencing in turn their responses. Still, we consider that our ques-
tions represent the most important aspects of audiovisual coherence
and audio plausibility.

7 CONCLUSION

Inspired by immersive storytelling experiences with talking agents,
the core objective of this research was twofold: First, to investigate
if an agent’s locomotion behavior affects a user’s emotional response
and perceived audiovisual coherence. Second, to investigate if an
audiovisual coherent experience (realistic rendering and spatial au-
dio) maximizes social presence and perceived plausibility. In a
user study with N = 36 participants, we analyzed multiple variables,
including the self-reported levels of excitement and calmness, the
perception of social presence, the agent’s appearance and behavioral
plausibility, and audiovisual coherence. Our results corroborate ear-
lier findings indicating that realistic rendering styles are generally
perceived as superior to cartoon-based renditions (here: for excite-
ment, calmness, and appearance and behavior plausibility). Further,
while spatial audio is preferred, its advantage over non-spatial audio
is minimal. This suggests that for direct 1-1 listening situations,
even those involving dynamic sound sources, non-spatial audio can
aptly serve the purpose. Additionally, we observed that achieving
audiovisual spatial coherence or aligning the realism between visual
and audio does not necessarily improve a 1-1 listening experience
with mobile sound sources. Finally, our findings highlight that the
agent’s movement notably influences excitement, the sense of so-
cial presence, and the perception of audiovisual spatial coherence.
Together, our findings inform the design of applications with conver-
sational agents, story-telling pieces, but also instructional sessions,
in-depth tutorials, or guided tours. Future work should focus on
tasks and specific sound sources. The nature of the task, ours being
an entertainment-based 1-1 listening experience without high mental
demand, may not need spatial coherence or congruence in realism.
However, complex tasks or those with multiple sound sources might.
Further research should, therefore, explore these variables within
the context of movement and audio rendering.
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